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1. Introduction

Computational Fluid Dynamics (CFD) has gained
great importance as an aero/hydrodynamic analysis
and design tool in recent years. CFD simulations
with different levels of fidelity, ranging from linear
potential flow solvers to full Navier-Stokes codes, are
widely used in the multidisciplinary design and op-
timization (MDO) of advanced aerospace and ocean
vehicles.! Although low-fidelity CFD tools have low
computational cost and easy implementation, the full
viscous equations are needed for the simulation of
complex turbulent separated flows, which occur in
several practical cases such as high-angle-of attack
aircraft, high-lift devices, maneuvering submarines
and missiles.” Even for cases when there is no flow
separation, the use of high-fidelity CFD simulations
is desirable for obtaining higher accuracy. Due to
modeling, discretization and computation errors, the
results obtained from CFD simulations have a certain
level of uncertainty. It is important to understand
the sources of CFD simulation errors and their mag-
nitudes in order to be able to assess the magnitude
of the uncertainty in the results.

Recent results presented in the First AIAA CFD
Drag Prediction Workshop®* also depict the im-
portance of understanding the uncertainty and its
sources in CFD simulations. Many of the perfor-
mance quantities of interest for the DLR-F4 wing-
body configuration, such as the lift curve slope, the
drag polar, or the drag rise Mach number, obtained
from the CFD solutions of 18 different participants
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using different codes, grid types, and turbulence mod-
els showed considerable amount of scatter, which re-
vealed the general issue of accuracy and credibility in
CFD simulations.

The objective of the proposed paper is to illustrate
different sources of uncertainty in CFD simulations,
by careful study of an example. We will try to com-
pare the magnitude and importance of each source of
uncertainty.

To have a better understanding of the accuracy
in CFD simulations, the main sources of errors and
uncertainties should be identified. Oberkampf and
Blottner® classified CFD error sources. In their clas-
sification, the error sources are grouped under four
main categories: (1) physical modeling errors, (2)
discretization and solution errors, (3) programming
errors, and (4) computer round-off errors.

Physical modeling errors originate from the inaccu-
racies in the mathematical models of the physics. The
errors in the partial differential equations (PDEs)
describing the flow, the auxiliary (closure) physical
models and the boundary conditions for all the PDEs
are included in this category. Turbulence models used
in viscous calculations are considered as one of the
auxiliary physical models, usually the most impor-
tant one. They are used for modeling the additional
terms originated as the result of Reynolds averaging,
which in itself is a physical model.

Oberkampf and Blottner® define discretization er-
rors as the errors caused by the numerical replace-
ment of PDEs, the auxiliary physical models and
continuum boundary conditions by algebraic equa-
tions. Consistency and the stability of the discretized
PDEs, spatial (grid) and temporal resolution, errors
originating from the discretization of the continuum
boundary conditions are listed under this category.
The difference between the exact solution to the dis-
crete equations and the approximate (or computer)
solution is defined as the solution error of the discrete
equations. Iterative convergence error of the steady-
state or the transient flow simulations is included in
this category. A similar description of the discretiza-
tion errors can also be found in Roache.®’"

Since the terms error and uncertainty are com-
monly used interchangeably in many CFD studies,
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it will be useful to give a definition for each. Uncer-
tainty, itself, can be defined in many forms depending
on the application field as listed in DeLaurentis and
Mavris.® For computational simulations, Oberkampf
et al.”’'0 described uncertainty as a potential defi-
ciency in any phase or activity of modeling process
that is due to the lack of knowledge, whereas error is
defined as a recognizable deficiency in any phase or
activity of modeling and simulation.

Considering these definitions, any deficiency in the
physical modeling of the CFD activities can be re-
garded as uncertainty (such as uncertainty in accu-
racy of turbulence models, uncertainty in the geomet-
ric dimensions, uncertainty in thermophysical param-
eters etc.), whereas the deficiency associated with the
discretization process can be classified as error.'”

Discretization errors can be quantified by using
methods like Richardson’s extrapolation or grid-
convergence index (GCI), a method developed by
Roache” for uniform reporting of grid-convergence
studies. However, these methods require fine grid
resolution in the asymptotic range, which may be
hard to achieve in the simulation of flow-fields around
complex geometries. Also non-monotonic grid con-
vergence, which may be observed in many flow simu-
lations, prohibits or reduces the applicability of such
methods. That is, it is often difficult to estimate
errors in order to separate them from uncertainties.
Therefore, for the rest of the paper, the term uncer-
tainty will be used to describe the inaccuracy in the
CFD solution variables originating from discretiza-
tion, solution, or physical modeling errors.

In this paper, the results of a two-dimensional, tur-
bulent, transonic flow in a converging-diverging chan-
nel obtained with the General Aerodynamic Simula-
tion Program (GASP)'! are presented. Runs were
performed with different turbulence models, grid lev-
els and flux-limiters in order to see the effect of each
to the CFD simulation uncertainties. In addition to
these, the contribution of the error in geometry rep-
resentation to the CFD simulation uncertainties is
studied through the use of a modified geometry based
on the data measured in the experiments. The exit
station of the diffuser is varied to determine the effect
of the change of the downstream boundary location
on the results.

2. Description of the Simulation Case

The test case presented in this paper is the sim-
ulation of steady, 2-D, turbulent, transonic flow in
a converging-diverging channel, which is also known
as the Sajben Transonic Diffuser in the CFD vali-

2

dation studies. Figure 1 shows a schematic of the
two versions of the geometry used in the computa-
tions. The flow is from left to right, in the positive
x-direction, and y-direction is normal to the bottom
wall. All the dimensions are scaled by the throat
height, h;. The throat section, which is the mini-
mum cross-sectional area of the channel, is located
at x/h; = 0.0. Both geometries have the inlet sta-
tions located at x/h; = —4.04. The exit station is
at x/h; = 8.65 for the geometry shown at the top
part of Figure 1. This is the original geometry used
in the computations and a large portion of the re-
sults with different solution and physical modeling
parameters are obtained with this version. The exit
station is located at x/h; = 14.44 for the other ge-
ometry shown in Figure 1. This extended geome-
try is used to study the effect of varying the down-
stream boundary location on the CFD simulation re-
sults. For both geometries, the bottom wall of the
channel is flat and the converging-diverging section
of the top wall is described by an analytical func-
tion of x/h; defined in Bogar et al.'> In addition
to these two geometries, a third version of the same
diffuser (the modified-wall geometry) has been used
in the calculations. This version has the same inlet
and exit locations as the original geometry, but the
upper wall is described by natural cubic-splines fitted
to the geometric data points that were measured in
the experimental studies. Having seen the fact that
the upper wall contour obtained by the analytical
equation and the contour described by experimental
data points are slightly different, the modified-wall
geometry is used to determine the effects of geomet-
ric uncertainty on the numerical results. Despite the
relatively simple geometry, the flow has a complex
structure. The exit-pressure-to-inlet-total pressure
ratio P./Py; sets the strength and the location of
a shock that appears downstream of the throat. In
our studies, for the original and the modified-wall ge-
ometries, we term P./Py; = 0.72 as the strong shock
case and P,/Py; = 0.82 as the weak shock case. A
separated flow region exists just after the shock at
P./Py; = 0.72. Although a nominal exit station was
defined at x/h; = 8.65 for the diffuser used in the
experiments, the physical exit station is located at
x/hy = 14.44. In the experiments, P./Py; was mea-
sured as 0.7468 and 0.8368 for the strong and the
weak shock cases respectively at the physical exit lo-
cation. Table 1 gives a summary of the different ver-
sions of the transonic diffuser geometry and P./Py;
ratios used in the computations. A large set of ex-
perimental data for a range of P./Py; values is avail-
able.'? In our study, top and bottom wall pressure
values were used for the comparison of CFD results
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Figure 1: Original geometry, Grid 2 (top), and extended geometry, Grid 2.,: (bottom) used in the computations.

Table 1: Different versions of the transonic diffuser
geometry and P./Py; ratios used in the computations

Geometry @/ht at the P./Py;
exit station
original 8.65 0.72 and 0.82
modified-wall 8.65 0.72 and 0.82
extended 14.44 0.72, 0.7468
0.82, and 0.8368

with the experiment. It should be noted that the dif-
fuser geometry used in the experiments has suction
slots placed at 2/h; = 9.8 on the bottom and the side
walls to limit the growth of the boundary layer. The
existence of these slots can affect the accuracy of the
quantitative comparison between the experiment and
the computation at the downstream locations.

GASP is a three-dimensional, finite-volume,
Reynolds-averaged Navier-Stokes code, which is ca-
pable of solving steady-state and time-dependent
problems. For this problem, the inviscid fluxes were
calculated by upwind-biased 3"%-order spatially accu-
rate Roe flux scheme. The minimum modulus (Min-
Mod) and Van Albada’s flux limiters were used in
order to prevent non-physical oscillations in the solu-
tion. All the viscous terms were included in the so-
lution and two turbulence models, Spalart-Allmaras
(Sp-Al) and k-w (Wilcox, 1998 version), were used
for modeling the viscous terms.

The iterative convergence of each solution is exam-
ined by monitoring the overall residual, which is the
sum (over all the cells in the computational domain)
of the L2 norm of all the governing equations solved

3

Table 2: The size of the grids used in the computations

Grid ¢/ht at the mesh size
exit station
gl 8.65 41 x 26 x 2
g2 8.65 81 x 51 x 2
g3 8.65 161 x 101 x 2
g4 8.65 321 x 201 x 2
g5 8.65 641 x 401 x 2
gleet 14.44 46 X 26 x 2
22eut 14.44 91 x 51 x 2
23ext 14.44 181 x 101 x 2
gdext 14.44 361 x 201 x 2
glmw 8.65 41 X 26 x 2
22mw 8.65 81 X 51 x 2
23mw 8.65 161 x 101 x 2

in each cell. In addition to this overall residual infor-
mation, the individual residual of each equation and
some output quantities are also monitored.

In the simulations, five different grids were used for
the original geometry: Grid 1 (g1), Grid 2 (g2), Grid
3 (g3), Grid 4 (g4), and Grid 5 (g5). The finest mesh
is grid 5 and the other grids are obtained by reducing
the number of divisions by a factor of 2 in both x and
y-directions at each consecutive level (grid halving).
Grid 5 is used only for the case with Sp-Al turbulence
model, Min-Mod limiter, and P,/Py; = 0.72. Four
grid levels were used for the extended geometry: Grid
1emt (glemt)a Grid 2emt7 (gZemt)a Grid Se.tt (ggemt)a and
Grid 4ezt (94ext). The grids of the extended geometry
and the grids generated for the original geometry are
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essentially the same between the inlet station and
x/hy = 8.65. For the modified-wall geometry, three
grid levels were used: Grid 1y (8lmw), Grid 2,4,
(821mw), and Grid 3., (g3mw). All the grids have
the same mesh distribution in the y-direction at each
level. The size of the grids used in the computations
are given in Table 2. Grid 2 (top) and Grid 2e.¢
(bottom) are shown in Figure 1. In order to resolve
the flow gradients due to viscosity, the grid points
were clustered in the y-direction near the top and the
bottom walls. In wall bounded turbulent flows, it is
important to have sufficient number of grid points in
the wall region, especially in the laminar sublayer,
for the resolution of the near wall velocity profile,
when turbulence models without wall-functions are
used. A measure of grid spacing near the wall can be
obtained by examining the y* values defined as

(1)

where y is the distance from the wall, 7,,, the wall
shear stress, p, the density of the fluid, and v, the
kinematic viscosity. In turbulent boundary layers, a
y+ value between 7 and 10 is considered as the edge
of the laminar sublayer. General CFD practice has
been to have several mesh points in the laminar sub-
layer with the first mesh point at y™ = O(1). In
our study, the maximum value of y* values for Grid
2 and Grid 3 at the first cell center locations from
the bottom wall were found to be 0.53 and 0.26 re-
spectively. The grid points were also stretched in the
z-direction to increase the grid resolution in the vicin-
ity of the shock wave. The center of the clustering in
the z-direction was located at x/ht = 2.24. At each
grid level, except the first one, the initial conditions
were obtained by interpolating the primitive variable
values of the previous grid solution to the new cell
locations. This method, known as grid sequencing,
was used to reduce the number of iterations required
to converge to a steady state solution at finer mesh
levels.

It should be noted that grid levels like g5, g4, and
g4c.+ are highly refined, beyond what is normally
used for such two-dimensional problems. A single
solution on Grid 4 required approximately 363 hours
of total node CPU time on an SGI Origin2000 with
6 processors, when the L2 norm of the overall resid-
ual was allowed to drop 5 orders of magnitude. If we
consider a three-dimensional case, with the addition
of another dimension to the problem, Grid 2 would
usually be regarded as a fine grid, whereas Grid 3
and Grid 4 would generally not be used.

4

3. Results and Discussion

For the transonic flow in the converging-diverging
channel, the uncertainty of the CFD simulations are
investigated by examining the nozzle efficiency (n.s)
as a global output quantity obtained at different
P,/ Py; ratios with different grids, flux limiters (Min-
Mod and Van Albada), and turbulence models (Sp-Al
and k-w). neyy is defined as

Ho; — He

nefs = T Hu (2)
where Hy; is total enthalpy at the inlet, H., the en-
thalpy at the exit, and H.s, the exit enthalpy at the
state that would be reached by isentropic expansion
to the actual pressure at the exit. Since the enthalpy
distribution at the exit was not uniform, H, and H,,
were obtained by integrating the cell-averaged en-
thalpy values across the exit plane. Besides n.yy,
wall pressure values from the CFD simulations are
compared with experimental data. In addition to the
visual assessment of the graphs, the comparison with
the experiment is also performed quantitatively by
introducing a measure of the error between the ex-
periment and the curve representing the CFD results,
the orthogonal distance error

Nexp
E, = Zi:l di

NGI’p ’ (3)

where

di = ming,, ., <e<wowi {\/(I — ;)2 + (Pe(x) — Pe.’rp(xi))2} .

(4)
In equations (3) and (4), d; represents the orthogo-
nal distance between the i** experimental point and
the P.(z) curve (the wall pressure obtained from
the CFD calculations), Py, is the experimental wall
pressure value, and Neyp, is the number of experimen-
tal data points used. Pressure values are scaled by
Py; and the = values are scaled by the length of the
channel.

In the transonic diffuser study, the uncertainty in
the CFD simulation results has been studied in terms
of five contributions: (1) the iterative convergence er-
ror, (2) the discretization error, (3) error in geome-
try representation, (4) the turbulence model, and (5)
changing the downstream boundary location. In par-
ticular, (1) and (2) contribute to the numerical un-
certainty, which is the subject of verification process;
(3), (4), and (5) contribute to the physical modeling
uncertainty, which is the concern of the validation
process.
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Figure 2: Normalized L2 Norm residual of the energy
equation for the case with Sp-Al turbulence model,
Van Albada, and Min-Mod limiters at P./Py; = 0.72
obtained with the original geometry. Normalization is
done with the initial value of the residual.

3.1. The Iterative Convergence Error

The convergence of each case to a steady-state so-
lution has been examined by using different L2 norm
residuals and the n.yy results. The overall residual
and the residual of each equation were monitored at
every iteration, whereas the n.s s results were checked
at certain iteration numbers. Figure 2 shows the con-
vergence history of the L2 norm residual of the energy
equation for the strong shock case obtained with the
Sp-Al turbulence model and the original geometry.
The convergence history of the residual, normalized
by its initial value, is presented for both limiters and
the grid levels gl, g2, g3, and g4. By examining this
figure, it can be seen that the main parameter that
affects the residual convergence of a solution is the
flux-limiter. With the Min-Mod limiter, the residu-
als of Grid g2, g3, and g4 do not reach even one or-
der of magnitude reduction while the same grid levels
show much better residual convergence when the Van
Albada limiter is used. For example, the residual of
Grid 3 was reduced more than seven orders of mag-
nitude when 10000 cycles were run with the Van Al-
bada limiter. The same convergence behavior of the
Min-Mod and the Van Albada limiter was observed
for the residual of the other equations and the weak
shock case. It was also seen that the case with the
k-w turbulence model exhibited the same behavior
for Min-Mod and Van Albada limiters at both shock
conditions.

Although the use of Min-Mod limiter causes poor
L2 norm residual convergence, this does not seem to
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Figure 3: Convergence history of the neyy at differ-
ent grid levels for the Sp-Al, Min-Mod, strong shock
case obtained with the original geometry. (n.;; val-
ues are monitored at every 50 cycles starting from the
iteration number 10000 for grid 5)

effect the final results, such as the wall pressure values
or the nozzle efficiencies. Figure 3 shows the conver-
gence history of the n.yss at different grid levels for
the Sp-Al, Min-Mod, strong shock case obtained with
the original geometry. The convergence can be seen
qualitatively at all grid levels for this scale of n.fs
axis. However, at a smaller scale, small oscillations
have been observed in n.fs results of grids g4 and
gh starting from the iteration number 10000. The
amplitude of the oscillations (the fluctuating compo-
nent of the n.s¢) were on the order of 10~* after the
iteration number 13000 for g5. As will be seen in
the next section, the magnitude of the discretization
error is much higher compared to the order of the
iterative convergence error, especially in the coarser
grid levels.

Although a steady-state solution is sought for each
case, the physical problem itself may have some un-
steady characteristics, such as the oscillation of the
shock wave, which is a common phenomena observed
in the transonic flows. Hsieh and Coakley'? studied
unsteady nature of the shock in the Sajben Diffuser
geometry by changing the exit location. They used a
physical time step of 2.77 x 1076 seconds to resolve
the time-dependent shock oscillations and wall pres-
sures. In this study, time-dependent runs were per-
formed with grid levels g2 and g3 by using a physical
time step of 1072 seconds and no change in n. s val-
ues, thus no unsteady effects were observed. There-
fore, it may be more appropriate to consider the out-
put variables such as the n.f; or the wall pressures
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obtained in this study from the steady-state CFD
runs as the mean time-averaged values of the corre-
sponding quantities.

3.2. The Discretization Error

In order to investigate the contribution of the dis-
cretization error to the uncertainty in CFD simula-
tion results, we study the Sp-Al and k-w cases sep-
arately. For each case with a different turbulence
model, grid level and the flux-limiter affect the mag-
nitude of the discretization error. Grid level deter-
mines the spatial resolution, and the limiter is part
of the discretization scheme which reduces the spatial
accuracy of the method to first order in the vicinity
of shock waves.

A qualitative assessment of the discretization error
in nozzle efficiency results obtained with the original
geometry can be made by examining Figure 4. For
each turbulence model, the relative uncertainty be-
tween the strong shock results of Grid 2 and Grid 4
is significant. The largest value of this difference is
observed for the Sp-Al case with the Min-Mod lim-
iter. For the weak shock case, the difference between
each grid level is not as big as that of the strong
shock case when the results obtained with the Sp-Al
turbulence model are compared. The weak shock re-
sults in Figure 4 also show that the k-w turbulence
model is slightly better than the Sp-Al in terms of the
discretization error for this pressure ratio. The non-
monotonic behavior of the k-w results can be seen for
the strong shock as the mesh is refined, whereas the
same turbulence model show monotonic convergence
for the weak shock cases. Sp-Al turbulence model
exhibit monotonic convergence in both shock condi-
tions.

In order to estimate the magnitude of the dis-
cretization error at each grid level for the cases that
show monotonic convergence, Richardson’s extrapo-
lation technique has been used. This method is based
on the assumption that fi, a local or global output
variable obtained at grid level k, can be represented

by
(5)

where h is a measure of grid spacing, p, the order of
the method, and «, the p** order error coefficient. It
should be noted that equation 5 will be valid when
f is smooth and in the asymptotic grid convergence
range. In most cases, the observed order of spatial
accuracy is different than the nominal (theoretical)
order of the numerical method due to the factors
such as the existence of the discontinuities in the so-
lution domain, boundary condition implementation,
flux-limiters, etc. Therefore, the observed value of p

fk = femact + ah? + O(thrl)v

6

should be determined and be used in the calculations
required for approximating fe;..¢+ and the discretiza-
tion error. The calculation of the approximate value
of the observed order of accuracy needs the solutions
from three grid levels, and the estimate of the ferqct
value requires two grid levels. The details of the cal-
culations are given in Appendix A. Table 3 summa-
rizes the discretization error in n.ss results obtained
with the original geometry. It should be noted that
the cases presented in this table exhibit monotonic
convergence with the refinement of the mesh size. For
each case with a different turbulence model, limiter,
and P,./Py;, the approximation to the exact value of
nesr is denoted by (neff)eract and the discretization
error at a grid level k is calculated by

(nfiff)k - (neff)exact % 100! .
neff)e:vact

error(%) = (6)
When grid level g2 results are compared, the Sp-Al,
Min-Mod, and P./Py; = 0.72 case has the highest
discretization error (6.97%), while the smallest error
(1.45%) is obtained with k-w turbulence model at
P./Py; = 0.82. As also seen in Figure 4, the weak
shock results of Table 3 show that the k-w turbulence
model gives lower errors than the Sp-Al model does at
each grid level, when the cases with the same limiters
are compared. In general, the uncertainty due to the
discretization error is bigger for the cases with strong
shock compared to the weak shock results at each grid
level. This indicates the fact that the flow structure
has significant effect on the discretization error.

The difference in n.ss values due to the choice of
the limiter can be seen in the results of Grid 1 and
Grid 2 for the strong shock case and Grid 1 for the
weak shock case. The maximum difference between
the Min-Mod limiter and Van Albada limiter occurs
on Grid 1 with Sp-Al model. The relative uncertainty
due to the choice of the limiter is more significant for
the strong shock case. For both pressure ratios, the
results obtained with different limiters have almost
the same value, when Grid 3 and Grid 4 are used,
which would hardly be the case in practice due their
computational expense.

Figure 5 again shows the significance of the dis-
cretization uncertainty between each grid level. In
this Figure, the noisy behavior of n.ss results ob-
tained with Grid 1 can be seen for both turbulence
models. The order of the noise error is much smaller
than the discretization error between each grid level,
however this can be a significant source of uncertainty
if the results of grid 1 are used in a gradient-based
optimization.

In Table 3, the observed order of accuracy p, which
is also used in the (n¢ff)ezact calculations (See Ap-
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Figure 4: n.f; obtained at different grid levels with the original geometry, Sp-Al and k-w turbulence

models, Min-Mod and Van Albada limiters.

Table 3: Discretization error results obtained with the original geometry

turbulence limiter P./Poi p (e f)emact grid | discretization
model level error (%)
gl 9.820
Sp-Al Van Albada 0.72 1.528 0.71830 g2 4.505
g3 1.562
gd 0.542
gl 14.298
Sp-Al Min-Mod 0.72 1.322 0.71950 g2 6.790
g3 2.716
g4 1.086
gl 6.761
Sp-Al Van Albada 0.82 1.198 0.80958 g2 3.507
g3 1.528
g4 0.666
gl 8.005
2 .
Sp-Al Min-Mod 0.82 1.578 0.81086 & 3.539
g3 1.185
g4 0.397
gl 3.514
k-w Van Albada 0.82 1.980 0.82962 g2 1.459
g3 0.370
g4 0.094
gl 4.432
k-w Min-Mod 0.82 1.656 0.82889 g2 1.452
g3 0.461
gd 0.146

pendix A), has been estimated by using the n. sy val-
ues from grid levels g2, g3, and g4 for each case. The
approximate value of the (n, #f)ezact has been calcu-
lated by using the n.¢s values obtained at the grid
levels g3 and g4. However, it has been seen that the
values of both (neff)ezact and p depend on the grid
levels used in the approximations. In Table 4, the
discretization error for the Sp-Al, Min-Mod, strong

7

shock case are presented at each grid level, including
g5. The first row of this table gives the p value cal-
culated with the results of grid g2, g3, and g4, and
the (Neff)exact value obtained by using the results of
grids g3 and g4. In the second row, the p value is
approximated by using the grid levels g3, g4, and g5,
and the (neff)ezact value is estimated by using the re-
sults from grid levels g4 and g5. The difference in p is
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Figure 5: n.sf vs. P./Py; for different grids obtained
with the original geometry, Sp-Al and k-w turbulence
models, and the Min-Mod limiter.

significant between each case, however the (ncff)ezact
values are very close. The discretization error at grid
level g5 is less than 1% in both cases.

Table 4: Discretization errors calculated by using the
results of different grid levels for the case with the
original geometry, Sp-Al turbulence model, and the
Min-Mod limiter.

grid levels grid error
p (neff)ezact

used level (%)
for p: gl | 14.208

g2, g3, and g4 g2 6.790
for (neff)exact: | 1.322 0.71590 g3 2.716
g3 and g4 g4 1.086

g5 0.634
for p: gl 13.774

g3, g4, and g5 g2 6.300
for (neffleact: | 1.849 0.71921 g3 2.245
g4 and gb gd 0.623

g5 0.173

When we look at Mach number values at two points
in the original geometry; one, upstream of the shock
(z/hy —1.5) and the other, downstream of the
shock (z/h: = 8.65, the exit plane), both of which are
located at the mid point of the local channel heights
(Figure 6), we see the convergence of Mach number
upstream of the shock for all the cases. However, for
the strong shock case, the lack of convergence down-
stream of the shock at all grid levels with the k-w
model can be observed. For the Sp-Al case, we see
the convergence only at Grid levels 3 and 4. For
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Figure 6: Mach number values at the upstream of
the shock (z/ht = —1.5), and downstream of the shock
(xz/ht = 8.65, the exit plane) for different grids obtained
with the original geometry, Sp-Al and k-w turbulence
models, Min-Mod and Van Albada limiters. The val-
ues of y/h; correspond to the mid points of the local
channel heights.

the weak shock case, downstream of the shock, the
convergence at all grid levels with the k-w model is
also seen. At this pressure ratio, Sp-Al model results
do not seem to converge, although the difference be-
tween each grid level is small. These results may
again indicate the effect of the complex flow struc-
ture downstream of the shock, especially the sepa-
rated flow region seen in the strong shock case, on
the grid convergence.

3.3. Error in the Geometry Representation

The contribution of the error in geometry represen-
tation to the CFD simulation uncertainties is studied
by comparing the results of the modified-wall and the
original geometry obtained with the same turbulence
model, limiter, and the grid level. Figure 7 gives the
% error distribution in y/h; (difference from the ana-
lytical value) for the upper wall of the modified-wall
geometry at the data points measured in the exper-
iments. Natural cubic-splines are fit to these data
points to obtain the upper wall contour. The max-
imum error is approximately %7 and observed up-
stream of the throat, at /h; = —1.95. Starting from
x/hy = 1.2, the error is approximately constant with
an average value of %0.9. The difference between the
upper wall contours of the original and the modified-
wall geometry in the vicinity of the throat location
is shown in Figure 8. The flow becomes super-
sonic just after the throat and is very sensitive to the
geometric irregularities for both P./Py; = 0.72 and
0.82. From the top wall pressure distributions shown
in Figures 9 and 10, a local expansion/compression

American Institute of Aeronautics and Astronautics



%error in y/h,

b lod 1]

b b b b b b b
-4.00 -300 -200 -1.00 000 100 200 300 400 500 600 7.00 800

x/h,

Figure 7: Error distribution in y/h; for the upper wall
of the modified-wall geometry at the data points mea-
sured in the experiments.

can be seen around z/h; = 0.5 with the modified-
wall geometry. This is due the local bumps created
by two experimental data points, the third and the
fifth one from the throat (Figure 8).  Since ei-
ther of the wall pressure results obtained with the
original geometry or the experimental values do not
have this local expansion/compression, the values of
these problematic points may contain some measure-
ment error. The locations of these two points were
modified by moving them in the negative y-direction
halfway between their original value and the ana-
lytical equation value obtained at the corresponding
x/hy locations. These modified locations are shown
with black circles in Figure 8. The wall pressure re-
sults of the geometry with the modified experimen-
tal points (Figures 9 and 10) show that local expan-
sion/compression region seems to be smoothed, al-
though not totally removed. One important observa-
tion that can be made from the same figures is the
improvement of the match between the CFD results
and the experiment upstream of the throat when the
modified-wall geometry is used. Above results sug-
gest that the main source of the discrepancy between
the CFD results of the original geometry and the ex-
periment upstream of the shock is the error in the ge-
ometry representation. Since the viscous effects are
important only in a very thin boundary layer near
the wall region where there is no flow separation, con-
tribution of the Sp-Al or the k-w turbulence model
to the overall uncertainty is very small upstream of
the shock for both P./Py; = 0.72 and 0.82. Down-
stream of the shock, wall pressure results obtained
with the same turbulence model and the limiter are
approximately the same regardless of the geometry
used. This may imply that the difference between
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Figure 8: Upper wall contours of the original and the
modified-wall geometry in the vicinity of the throat
location.

the experiment and the CFD results downstream of
the shock is more likely due to the turbulence models
when the finest grid levels are used to minimize the
contribution of the discretization error.

The quantitative comparison of CFD simulation re-
sults with the experiment can be achieved by consid-
ering different measures of error. In the transonic dif-
fuser case, the orthogonal distance error, E,, is used
to approximate the difference between the wall pres-
sure values obtained from the numerical simulations
and the experimental data. FE, was evaluated sepa-
rately in two regions: upstream of the experimental
shock location (UESL) and downstream of the ex-
perimental shock location (DESL). The calculations
were made by using equations 3 and 4. The param-
eters used in these equations for UESL and DESL
are given in Appendix B. Table 5 lists the top wall
E,, values obtained for UESL with the original ge-
ometry, different grids, turbulence models, and the
flux-limiters. Table 6 gives DESL results. In these
tables, E,, values were obtained by scaling F,, as

L x 100,

E, =
(En)maw

(7)
where (E,,)maz 18 the maximum FE,, value calculated
DESL at the strong shock case with Grid 4, Min-
Mod limiter, and k-w turbulence model. It can be
seen from Table 5 that the results obtained with the
Sp-Al and the k-w turbulence models are very close,
especially for the weak shock case, when the values
at the grid level g4 are compared. For each P./Py;,
the small difference between the results of each tur-
bulence model at the finest mesh level originate from
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Table 5: Top wall E,, values calculated upstream of the experimental shock location (UESL) for each case
obtained with the original geometry.

| Pe/Poi | Grid | Sp-Al, Min-Mod | Sp-Al, Van Albada | k-w, Min-Mod | k-w, Van Albada ||
0.72 gl 25.6 26.5 27.3 28.2
0.72 g2 23.5 24.0 26.1 25.8
0.72 g3 23.9 24.0 26.3 26.2
0.72 gd 25.8 23.8 27.3 27.1
0.82 gl 27.3 29.3 28.9 31.1
0.82 g2 27.1 27.5 28.0 28.4
0.82 3 27.7 27.8 28.4 285
0.82 g4 27.6 27.6 28.2 28.2

Table 6: Top wall E,, values calculated downstream of the experimental shock location (DESL) for each case

obtained with the original geometry.

| P./Poi | Grid | Sp-Al, Min-Mod | Sp-Al, Van Albada | k-w, Min-Mod | k-w, Van Albada ||
0.72 gl 81.2 64.4 85.6 74.6
0.72 g2 52.3 48.9 89.9 83.7
0.72 23 35.0 34.5 90.1 89.2
0.72 gd 27.8 27.9 100.0 97.8
0.82 gl 27.1 21.4 14.6 14.6
0.82 g2 11.3 10.9 14.6 14.3
0.82 23 17.7 16.9 12.9 13.3
0.82 gd 21.2 20.8 10.8 10.7

the difference in the shock locations obtained from
the CFD calculations. This again shows that a big
fraction of the uncertainty observed UESL in the wall
pressure values originate from the uncertainty in the
geometry representation. The difference in E, be-
tween each grid level for each turbulence model and
P,/ Py; is very small indicating that the wall pressure
distributions UESL obtained at each grid level are
approximately the same. In other words, grid con-
vergence is achieved upstream of the shock and the
discretization error in wall pressure values at each
grid level is very small.

3.4. Turbulence models

In order to approximate the contribution of the tur-
bulence models to the CFD simulation uncertainties
in the transonic diffuser case, the E,, values calcu-
lated for the top wall pressure distributions DESL
(Table 6) at grid level g4 for each P./Py; are exam-
ined. By comnsidering the results of the finest mesh
level, contribution of the discretization error is tried
to be minimized, although it is difficult to isolate the
numerical errors completely from the physical model-
ing uncertainties, especially for the strong shock case.

10

The Sp-Al turbulence model is more accurate than
the k-w model for the strong shock case. In fact, the
difference is significant with k-w giving the highest
error of all the cases, which is bigger than the Sp-Al
error by a factor of 3.6. With the Sp-Al model, the
orthogonal distance error gets smaller as the mesh is
refined, while the k-w model gives the biggest error
value at grid level g4. This shows that the most ac-
curate results are not always obtained at the finest
mesh level. The numerical errors and the physical
modeling uncertainties may cancel each other, and
the closest results to the experiment can be obtained
at intermediate grid levels. When compared with the
error values presented in Table 5, the uncertainty of
k-w turbulence model is 3.7 times bigger than the er-
ror due geometric uncertainty for the strong shock
case. On the other hand, the uncertainty of Sp-Al
model has approximately the same magnitude as the
geometric uncertainty.

As opposed to the strong shock case, k-w turbu-
lence model gives more accurate wall pressure distri-
butions than the Sp-Al model when the weak shock
results of grid g4 are compared (Table 6). The or-
thogonal distance error of Sp-Al is twice as big as
that of the k-w model. The minimum error for the Sp-

American Institute of Aeronautics and Astronautics



1.00 T T T T T T T T T |]3 /P‘ 0 7;2
R T N T T R A 6 v
0.90 1 ‘ ‘ 1 Sp-Al, Min-Mod, grid 2, : ‘ ‘ ‘
- | wall contour from equattion | I | |
H | I I I I 1 | | |
080 fr | T Sp-Al, Min-Mod, grid 2, , wall contour
j ‘ ‘ from modified experimental data
ooft 1| ]
[l | | | |
5 | | | | |
o L . ' .
< 060 [ ‘ ‘ ‘ ‘ ‘ ‘
i N, A N
o 111 M NG
L | o
B 1 1 1 1 © | experiment 1
oot Lo e
H | | | | | | | | |
i | | | | | | | | | |
030 K . - - - - - - | | | |
Sp-Al, Min-Mod, grid 2, , wall contour ! ! ! !
from experimental data | | | |
0'20—iHHi\H\iHHiHHiHHiHHiHHiHHIHHiHHiHHiHHi\H

-4.00 -3.00 -2.00 -1.00 0.00 1.00 2.00 3.00 4.00 5.00 6.00 7.00 8.00
x/h,

Figure 9: Top wall pressure distributions obtained
with the original and the modified-wall geometry for
the strong shock case (Sp-Al model, Min-Mod limiter,
and grids g3 and g3, are used).

Al model is obtained at grid level g2, while the wall
pressure distributions of the k-w model get closer to
the experimental distribution as the mesh is refined.
The error due to the geometric uncertainty is bigger
than the uncertainty of the k-w model by a factor of
2.6. The uncertainty of the Sp-Al model is slightly
smaller than the geometric uncertainty. The strong
and the weak shock results show that for each flow
condition, the highest accuracy in terms of the wall
pressure distributions are obtained with a different,
turbulence model, although Sp-Al model gives rea-
sonable results for both shock conditions.

The orthogonal distance error results can also be
used to approximate the relative uncertainty at each
grid level due to the selection of the turbulence
model. For the strong shock case with flow sepa-
ration, it can be seen that the relative uncertainty
originating from the selection of turbulence models
is much bigger than the uncertainty due to the dis-
cretization errors. In table 5, the difference in E,
between Sp-Al and k-w model is 72% of (E,)maz at
Grid level 4. This is much bigger than the differ-
ence in En between Grid 2 and 4 obtained with each
turbulence model.

It should be noted that the experimental data have
also uncertainty originating from many factors such
as geometric irregularities, difference between the ac-
tual P./Py; and its intended value, measurement er-
rors, heat transfer to the fluid, etc. We have discussed
the error due to geometric irregularities in the previ-
ous section. In a way, this error in geometry repre-
sentation can also be regarded as part of uncertainty

.5 Changing the Downstream Boundary Location
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Figure 10: Top wall pressure distributions obtained
with the original and the modified-wall geometry for
the weak shock case (Sp-Al model, Min-Mod limiter,
and grids g3 and g3 are used).

in the experimental data. By evaluating the orthog-
onal distance error in two separate regions, DESL
and UESL, we tried to approximate the contribution
of the geometric uncertainty to the CFD results ob-
tained with the original geometry. However, experi-
mental wall pressure values may still have a certain
level of uncertainty associated with the rest of the
factors.

The effect of the downstream boundary location
variation on the CFD simulation results of the tran-
sonic diffuser case has been investigated by using the
extended geometry, which has the physical exit sta-
tion at the same location as the geometry used in the
actual experiments. For the strong shock case, the
runs were performed with the Sp-Al model and two
P,/ Py; ratios, 0.72 and 0.7468. The second pressure
ratio is the same value measured at the physical exit
station of the geometry used in the experiments for
the strong shock case. The results obtained with the
extended geometry were compared to the results of
the original geometry. Figure 11 shows the stream-
line patterns in the separated flow region obtained
with different geometries and the P./Py; ratios in
the strong shock case. The comparison of the sep-
aration bubble size is given in Figure 12. The sepa-
ration bubble obtained with the extended geometry
and P./Py; = 0.72 is bigger and extends more in
the downstream direction compared to the other two
cases. The separation bubbles obtained with the orig-
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Figure 11: Streamline patterns of the separated flow region obtained with different versions

geometry and P./Pp; ratios at the strong shock case.

inal geometry, P./Py; = 0.72; and the extended ge-
ometry, P./Py; = 0.7468 are approximately the same
in size. These results are also consistent with the
top wall pressure distributions given in Figure 13.

Extended geomtry, Sp-Al, Van Albada,
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Figure 12: Comparison of the separation bubbles ob-
tained with different versions of the diffuser geometry
and P./Py; ratios at the strong shock case.

With the extended geometry and P./Py; = 0.72, the
flow accelerates more under the separation bubble,
thus the pressure is lower compared to the other cases
where the separation bubbles have smaller thickness.
As the exit location is moved further in the down-
stream, the strength of the shock and the size of
the separation region increase. As the shock gets
stronger, it moves downstream. On the other hand,
increasing the P./Py; reduces the strength of the
shock, and moves the shock location upstream. As
can bee seen from Figure 11, the separated flow re-
gion in the original geometry is close to the down-
stream boundary. This may be thought as one of the
factors that affect the grid convergence in the strong
shock case, however the discretization error analysis
of the n.¢s values obtained with the extended geom-
etry do not show any improvement in terms of the
grid convergence (Appendix D).
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Figure 13: Top wall pressure distributions obtained
with different versions of the diffuser geometry and
P./Py; ratios for the strong shock case (Sp-Al model,
Van Albada limiter, and grids g3 and g3..: are used).

4. Conclusions

Different sources of uncertainty in the CFD simu-
lations are demonstrated by examining a 2-D, turbu-
lent, transonic flow in a converging-diverging chan-
nel at various P,/Py; ratios by using the commercial
CFD code GASP. Runs were performed with different
turbulence models (Sp-Al and k-w), grid levels, and
flux-limiters (Min-Mod and Van Albada). The uncer-
tainty in the CFD simulation results has been studied
in terms of five contributions: (1) the iterative con-
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vergence error, (2) the discretization error, (3) error
in geometry representation, (4) the turbulence model,
and (5) changing the downstream boundary location.
In addition to the original geometry used in the cal-
culations, the contribution of the error in geometry
representation to the CFD simulation uncertainties is
studied through the use of a modified geometry based
on the data measured in the experiments. Also an
extended version of the transonic diffuser is used to
determine the effect of the change of the downstream
boundary location on the results.

Although the use of Min-Mod limiter causes poor
L2 norm residual convergence, this does not seem to
effect the final results, such as the wall pressure values
or the nozzle efficiencies. The order of the iterative
convergence error is much less than the discretization
error, especially in the coarser grid levels.

For each case with a different turbulence model,
grid level and the flux-limiter affect the magnitude of
the discretization error. In order to estimate the mag-
nitude of the discretization error in nozzle efficiency
results (the global output quantity) at each grid level
for the cases that show monotonic convergence, the
Richardson’s extrapolation technique has been used.
In general, the uncertainty due to the discretization
error is bigger for the cases with the strong shock
compared to the weak shock results at each grid level.
This indicates that the flow structure has significant
effect on the magnitude of the discretization error.
Grid convergence is achieved upstream of the shock,
whereas the lack of spatial convergence for the local
quantities is observed downstream of the shock. The
observed order of spatial accuracy is different than
the nominal order of the scheme. The value of the
observed order of accuracy depends on the grid lev-
els used for its approximation.

The effect of the limiter on the discretization error
is seen at Grid levels gl and g2, especially for the
strong shock case. For both pressure ratios, the re-
sults obtained with different limiters have almost the
same value, when Grids g3 and g4 are used. How-
ever these grid levels are highly refined, and would
generally not be considered in practice.

The main source of the discrepancy between wall
pressure results of the CFD runs performed with the
original geometry and the experiment upstream of
the shock is the error in the geometry representa-
tion. The difference between the experiment and the
CFD results downstream of the shock is more likely
due to the turbulence models when the finest grid
levels are used to minimize the contribution of the
discretization error.

The strong and the weak shock results show that
for each flow condition, the highest accuracy in terms

13

of the wall pressure distributions are obtained with
a different turbulence model, although Sp-Al model
gives reasonable results for both shock conditions.
The most accurate results are not always obtained
at the finest mesh level. The numerical errors and
the physical modeling uncertainties may cancel each
other, and the closest results to the experiment can be
obtained at intermediate grid levels. For the strong
shock case with flow separation, it can be seen that
the relative uncertainty originating from the selection
of turbulence models is much bigger than the uncer-
tainty due to the discretization errors.

The change of the exit location and P,./Py; ratio
affect the location and the strength of the shock. For
the strong shock case, the size of separation bubble is
also affected by the same factors. The separated flow
region in the original geometry is close to the down-
stream boundary. This may be thought as one of the
factors that affect the grid convergence in the strong
shock case, however the discretization error analysis
of the neys values obtained with the extended geom-
etry do not show any improvement in terms of the
grid convergence.
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